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ABSTRACT
Modern particle-based simulations increasingly incorporate polarization charges arising from spatially nonuniform permittivity. For complex
dielectric geometries, calculation of these induced many-body effects typically requires numerical solvers based upon boundary-element
methods, which very significantly increase the required computational effort. For the special case of dielectric spheres, such as colloids or
nanoparticles, we recently proposed a semianalytical spectrally accurate hybrid method that combines the method of moments, the image-
charge method, and the fast multipole method. The hybrid method is efficient and accurate even when dielectric spheres are closely packed.
Here, we extend the method to the evaluation of direct and induced electrostatic forces and demonstrate how this can be incorporated in
molecular dynamics simulations. The choice of the relevant numerical parameters for molecular dynamics simulations is discussed in detail,
as well as comparisons to the boundary-element method. As a concrete example, we examine the challenging case of binary crystal structures
composed of close-packed dielectric colloidal spheres.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5110628., s

I. INTRODUCTION

Electrostatic interactions are ubiquitous in nature and arise
in many areas of science and engineering.1–3 Whereas the long-
range nature of these interactions makes their computational treat-
ment already costly, the problem is compounded in systems with
spatially nonuniform permittivity. Materials that differ in dielec-
tric constant respond differently to electric fields, a property that—
for systems with piecewise uniform permittivity—can be described
in terms of an induced surface charge density distributed on the
dielectric interfaces. This polarization charge contributes to the elec-
tric field and hence must be solved self-consistently.4,5 Due to the

computational effort involved, this contribution is often ignored,
but various studies have demonstrated that this approximation can
have profound consequences, as polarization can influence pro-
tein folding,6 ion transport through pores7 and nanochannels,8 and
nanoparticle aggregation and self-assembly.9,10 As these many-body
effects are often analytically intractable, computational methods
constitute an important tool toward greater physical understanding
of the underlying phenomena.

The practical computational challenge associated with inves-
tigating polarization effects arises from the difficulty in efficiently
obtaining an accurate estimate for the polarization charge. Note
that even if the polarization contribution can be accurately resolved,
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the calculation usually becomes very demanding in the context of
molecular dynamics (MD) or Monte Carlo (MC) simulations. The
internal energy or forces need to be evaluated at each time step, and
typically millions of time steps are required to obtain sufficient data
for accurate ensemble averages, even after reaching thermodynamic
equilibrium.

To overcome this computational challenge, various numeri-
cal methods have been proposed.11–27 Electrostatic solvers using
finite-difference and finite-element methods1,16 are less efficient
for practical MD/MC simulations since (i) they require discretiz-
ing the entire three-dimensional (3D) space and (ii) special treat-
ment is needed to accurately model sharp dielectric interfaces
and point charges. In the latter case, boundary element methods
(BEMs)11–14,17,19,22–24,26 offer an alternative. The BEM reduces the
3D electrostatic Poisson equation to a boundary integral equation,
thus only requiring the discretization of two-dimensional dielec-
tric interfaces. The first MD simulation for mobile dielectric objects
was carried out using this approach, studying a system of 100
dielectric spheres.9 Yet, the BEM remains highly time consum-
ing, in particular, for dielectric interfaces that are closely spaced.
This situation typically arises in self-assembly processes of densely
packed structures, where a large amount of boundary elements are
required to resolve the numerical singularity due to nearly touching
interfaces.

Instead of considering dielectric interfaces with arbitrary shape,
the numerical difficulties can be reduced if we start with models that
are comprised of simple geometric shapes yet still capture the essen-
tial physics. Naturally, the simplest case is based on the primitive
model, i.e., an ensemble of dielectric spheres with central charges,
immersed in a solvent modeled implicitly as a dielectric contin-
uum. For such systems of charged dielectric spheres, alternative
approaches can be employed to solve the electrostatic potential, e.g.,
the Method of Moments (MoM),28–32 the Image Charge Method
(ICM),33–35 and the perturbative many-body expansion method.36,37

These methods are developed by taking advantage of the spherical
geometry and based on analytical forms, thus avoiding the need to
discretize the dielectric boundaries into elements. The MoM scales
as O(N) if accelerated using the Fast Multipole Method (FMM),38–40

where N is the total number of spheres. However, it suffers from
slow convergence if spheres are close. The ICM is both accurate and
efficient if there are only one or two spheres, but as the number of
spheres grows, the ICM computational cost increases as a power law
[typically O(N3

), see Ref. 41] due to the repeated image reflection
between spheres. Finally, the perturbative many-body expansion
method is also an analytical method tailored for charged dielectric
sphere systems, again with computational complexity that scales as
O(Nm

) if the expansion is truncated at the level of m-body interac-
tions. As the expansion converges more slowly if spheres get closer,
this approach (just like the ICM) becomes costly for systems of
closely spaced objects. An alternative method in this category is
the hybrid method we developed in Ref. 42, an efficient and spec-
trally accurate semianalytical approach for solving the electrostatics
in systems of multiple dielectric spheres. For this approach, we first
extended the ICM to analytically account for the effect of multipoles
in the 3D dielectric case. We then combined the MoM, the ICM,
and the FMM to obtain an accurate and well-conditioned numerical
method that requires a nearly optimal number of unknowns with
optimal O(N) computational complexity. It is worth noting that

the hybrid method works well even for compact configurations of
spheres since the most singular part of the problem is removed by
the ICM.

It is the purpose of the present work to extend the hybrid
method of Ref. 42 for practical use in MD simulations. Specifi-
cally, we address the key issues for the implementation, including
a detailed derivation of the expressions for the electrostatic energy,
surface charge density, and forces on individual dielectric spheres.
We also present numerical tests to determine the dependence of the
accuracy and efficiency of the hybrid method on various numerical
parameters and perform a comparison of our method with the BEM.
By matter of illustration, we carry out efficient MD simulations using
the hybrid method for a representative binary mixture of dielectric
spheres. We conclude with a discussion of the possible extensions
of our method to other systems, periodic boundary conditions, and
MC simulations.

II. MODEL DEFINITION
We consider an ensemble of N dielectric spheres, in which

sphere i (i = 1, . . ., N) is centered at oi, has a radius ai and a dielec-
tric constant εi, and carries a central charge Qi. The spheres do not
overlap and are embedded in a continuum background solvent with
dielectric constant εs. The internal dielectric constants εi are gener-
ally different from εs, resulting in polarization contributions to the
electrostatic potential that need to be resolved.

We start by seeking the expression for the electrostatic energy.
First, for any given free charge density ρf(r) that generates a potential
field Φ(r) and is embedded in a dielectric medium, the electrostatic
energy U can be written as4

U =
1
2 ∫

ρf(r)Φ(r)dr. (1)

In our model, the free charge density originates from the N point
charges at the centers of the dielectric spheres, i.e.,

ρf(r) =
N

∑
i=1

Qiδ(r − oi), (2)

where δ(⋅) is the Dirac delta function. Moreover, the electrostatic
potential Φ(r) satisfies the Poisson equation,

−∇ ⋅ [ε(r)∇Φ(r)] = ρf(r), (3)

where

ε(r) =
⎧⎪⎪
⎨
⎪⎪⎩

εi if r inside sphere i,

εs if r in the exterior region,
(4)

and on each spherical interface Si (i = 1, . . ., N), the electric potential
Φ(r) has to satisfy the standard dielectric interface conditions,

Φ(r−) = Φ(r+
), r ∈ Si, (5)

εi
∂Φ(r)
∂n

∣
r=r−
= εs

∂Φ(r)
∂n

∣
r=r+

, r ∈ Si, (6)

where r− and r+ refer to the limits approaching the interface from
the inside and outside, respectively, and n is the surface outward
unit normal vector at r. In addition, we impose the vanishing far-
field boundary condition, i.e., Φ(r) → 0 as |r| →∞. Once Φ(r) has
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been obtained, the electrostatic energy can be calculated and the
electrostatic forces can be obtained through differentiation.

It is worth noting that an alternative way to solve for the elec-
trostatic potential Φ(r) is via the bound charge density ρb(r), which
satisfies

ρb(r) = −∇ ⋅ P(r). (7)

Assuming a linear polarization field P(r) = [ε(r) − 1]E(r) and
substituting the electric field E(r) = −∇Φ(r), one obtains

ρb(r) = ∇ ⋅ {[ε(r) − 1]∇Φ(r)}. (8)

Combining this expression with Eq. (3), one obtains the well-known
result43

−∇
2Φ(r) = ρf(r) + ρb(r). (9)

This is a Poisson equation with a constant coefficient so that the
solution Φ(r) can be simply represented as the standard Coulomb
potential due to both the free and the bound charge density,

Φ(r) = ∫
ρf(r′) + ρb(r′)

4π∣r − r′∣
dr′. (10)

Substitution of Eq. (10) into Eq. (1) allows the electrostatic energy to
be expressed as

U =
1

8π∬
ρf(r)

[ρf(r′) + ρb(r′)]
∣r − r′∣

dr′dr. (11)

The singularity at r′ = r due to the direct Coulomb interaction of
point free charges should be discarded to render the integral finite.
The remaining problem in Eq. (11) is that the bound charge density
ρb(r) is still unknown. For systems with arbitrarily shaped dielec-
tric bodies, the BEM26 can be employed to numerically obtain ρb(r).
For our system of dielectric spheres, the hybrid method framework42

makes it possible to effectively represent the bound charge density
ρb(r) as a combination of multipole moments and image charges, as
will be discussed in more detail in Sec. III.

III. REVIEW OF THE HYBRID METHOD
A. Overview

We now review the recently proposed hybrid method42 for
solving the electrostatic potential Φ(r) for the system described in
Sec. II. Before presenting the detailed mathematical formulations, we
first provide a brief overview and summarize the central idea of the
hybrid method, which combines the numerical MoM and analytical
ICM.

The MoM is a spectral method based on representing the
solution of the Poisson equation in terms of spherical harmon-
ics. It takes advantage of the spherical geometry of the interfaces
and has been a popular method for determining the electrostatic
potential and electric field in systems consisting of multiple dielec-
tric spheres with various boundary conditions.28–32 The advantages
of the MoM are that—unlike BEMs and finite-element or finite-
difference methods—it avoids discretization of space and that the

calculations involving spherical harmonics can be further acceler-
ated via the FMM to achieve scaling that is linear in the num-
ber of spheres. However, the disadvantage of the MoM is that the
rate of convergence of the spherical harmonic expansion is low-
ered dramatically when dielectric spheres are closely packed, making
the MoM impractical for the study of systems of densely packed
spheres.

Another classic methodology for the dielectric sphere system
is the ICM. It is well known that the polarization potential gen-
erated by a point charge near a grounded or insulated conducting
sphere can be treated as the potential generated by (fictitious) image
charges.4,33,34 For a point charge near a dielectric sphere, the solution
is more complicated, but the polarization can again be expressed
as a combination of image charges, namely, the sum of a point
charge and a line charge with spatially varying charge density.35

The advantage of the ICM is that it provides the exact potential
even when charges are very close to the dielectric interface. How-
ever, the ICM becomes impractical for systems of multiple dielectric
spheres since the total number of images increases as O(NL

), where
N is the number of spheres and L is the level at which the image
reflections are truncated (closely spaced spheres require L ≥ 3, see
Ref. 41).

The hybrid method was developed to exploit the advantages of
both methods and avoid their shortcomings. For dielectric spheres
that are well separated, the MoM can be used. If certain spheres in a
configuration are close to each other, we modify the MoM by gener-
ating images only for nearly touching pairs of spheres. In Ref. 42, we
demonstrated that this approach greatly accelerates the convergence
of the MoM.

B. Method of moments
As the MoM relies on spherical harmonics, we first introduce

relevant definitions and identities that are necessary for present-
ing the MoM to solve the electrostatic potential between charged
dielectric spheres. First, the spherical harmonics are defined as

Ym
n (θ,ϕ) =

¿
Á
ÁÀ(n − ∣m∣)!
(n + ∣m∣)!

P∣m∣n (cos θ)eimϕ, (12)

for all integers n ≥ 0 and |m| ≤ n, where P∣m∣n (⋅) are the associated
Legendre functions.44 The general solution for the Laplace equation
∇

2Φ(r) = 0 in spherical coordinates can be expressed using spherical
harmonics as4

Φ(r, θ,ϕ) =
∞
∑
n=0

n

∑
m=−n
(
Anm

rn+1 + Bnmrn)Ym
n (θ,ϕ). (13)

Here, the expansion terms with coefficients Anm are called a
multipole expansion, while the terms with coefficients Bnm are called
a local expansion.4,45–48

To solve the Poisson equation [Eqs. (3)–(6)] using the MoM,
we first write the potential in the exterior region as a multipole
expansion,

Φout(r) =
N

∑
i=1

p

∑
n,m

Ai
nm

rn+1
i

Ym
n (θi,ϕi), (14)

where ∑p
n,m is short for the pth-order truncated multipole expan-

sion summation ∑p
n=0∑

n
m=−n and Ai

nm are the unknown multipole
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expansion coefficients. Note that (ri, θi, ϕi) denote the spherical
coordinates of r with oi as the origin.

Similarly, the electrostatic potential inside the ith dielectric
sphere can be written as the sum of the Coulomb potential due
to its own charge and the remaining polarization potential (which
includes the potential due to the free charge on other spheres), which
in turn can be written as a local expansion,46

Φi
in(r) =

Qi

4πεi∣r − oi∣
+

p

∑
n,m

Bi
nmr

n
i Y

m
n (θi,ϕi)

=

p

∑
n,m
(Bi

nmr
n
i +

Qi

4πεirn+1
i

δn0)Ym
n (θi,ϕi), (15)

for i = 1, . . ., N, where δij is the Kronecker delta and the coefficients
Bi
nm are unknown. Note that here we absorb the Coulomb potential

into the harmonic expansion as a monopole term.
To determine the coefficients Ai

nm and Bi
nm in Eqs. (14) and

(15), we apply the interfacial conditions [Eqs. (5) and (6)]. First, we
rewrite the potential in the exterior region Eq. (14) for sphere i as

Φi
out(r) =

p

∑
n,m
(
Ai
nm

rn+1
i

+ Linmr
n
i )Y

m
n (θi,ϕi), (16)

where i = 1, . . ., N. The new coefficients Linm in Eq. (16) are a re-
expansion for the multipole coefficients Aj

nm (j ≠ i) for all other
dielectric spheres in the system about the center of sphere i. If we
write the coefficients for each sphere in the vector forms Ai and Bi,
we can define the vector Li as

Li =
N

∑
j=1
j≠i

(T (i,j)Aj
)
nm

, (17)

where T (i,j) refers to the multipole to local (“M2L”) translation
operator,39,46 which transforms a multipole expansion centered at
oj into a local expansion centered at oi. The use of the T (i,j) oper-
ator allows us to represent the potential in the exterior region due
to all dielectric spheres into a unified coordinate frame of a sin-
gle sphere. This is essential for solving the problem [Eq. (9)] by
applying the interface conditions [Eqs. (5) and (6)] on each sphere
and deriving a linear system for the multipole expansion coeffi-
cients. After substituting Eqs. (15) and (16) into the interface con-
ditions and applying the orthogonality of spherical harmonics, we
obtain the following linear system for the unknown coefficients Ai

nm
and Bi

nm:

Ai
nm

a2n+1
i

+ Linm = B
i
nm + Ciδn0, (18)

−(n + 1)
Ai
nm

a2n+1
i

+ nLinm = n
εi
εs
Bi
nm − (n + 1)

εi
εs
Ciδn0, (19)

for n = 0, . . ., p; m = −n, . . ., n; i = 1, . . ., N. The constants Ci are
defined as Ci = Qi/(4πεiai). We can reduce the size of this linear sys-
tem by a factor two if we eliminate Bi

nm from Eqs. (18) and (19) and
write it as a linear system only in terms of Ai

nm,

Ai
nm = Γ

i
n(A

i
nm + Λi

nL
i
nm) +

εi
εs
Λi
nC

iδn0, (20)

where

Γin =
n

2n + 1
(1 −

εi
εs
), (21)

Λi
n = a

2n+1
i . (22)

Alternatively, Eq. (20) can be written in matrix form,

A = Γ ⋅ (I + Λ ⋅ T) ⋅A + Λ ⋅ C, (23)

where the precise matrix forms are defined in Appendix A. Once the
coefficients Ai

nm have been obtained, the coefficients Bi
nm can easily

be calculated by back-substitution via either Eq. (18) or (19). In prac-
tice, we solve the set of linear systems using the Generalized Mini-
mal Residual (GMRES) algorithm.49 In each GMRES iteration, the
matrix–vector product involving the dense M2L translation matrix
T is accelerated by a modified version of FMM (see Refs. 50 and 51
for details), achieving O(Np3

) scaling, i.e., linear in the number
of spheres due to the FMM and cubic in the truncation order of
the multipole expansion due to the spherical harmonic translation
operations (detailed discussions in Ref. 50, Remark 3.1).

C. Image charge method for a general multipole
Since we aim to combine the MoM with the ICM and since

in the MoM all sources are represented as multipoles, we need to
formulate the ICM for a general multipole source. Specifically, we
require the image-charge expression for a general multipole source
outside a dielectric sphere.42

Consider a dielectric sphere of radius a and permittivity εi,
centered at the origin and embedded in medium with a dielectric
constant εs. A unit multipole source of arbitrary order l and degree k
is placed at c = (0, 0, h) (h > a), producing the direct potential

Φsource(r) =
1
rl+1
c

Yk
l (θc,φc), l ≥ k, (24)

where (rc, θc, φc) are the spherical coordinates of r − c. The image
potential Ψ inside and outside the dielectric sphere can be written
as the superposition of potentials due to some point multipoles and
line multipole densities, i.e.,

Ψin(r) =
(1 − γ)
rl+1
c

Yk
l (θc,φc) +

λγ
h ∫

∞

h

(h/x)λ−l

rl+1
x

Yk
l (θx,φx)dx,

(25)

Ψout(r) =
l

∑
j=k

Nk
lj

⎡
⎢
⎢
⎢
⎢
⎣

1
rj+1
g

Yk
j (θg ,φg)

−
λ
rK ∫

rK

0

(rK/x)1−λ−j

rj+1
x

Yk
j (θx,φx)dx

⎤
⎥
⎥
⎥
⎥
⎦

, (26)

where γ = (εi − εs)/(εi + εs), λ = εs/(εi + εs), rK = a2/h, (rg , θg , φg),
and (rx, θx, φx) are the spherical coordinates of r − rK and
r − x, respectively, with rK = (rK , 0, 0), x = (x, 0, 0). The coefficients
Nk

lj have somewhat elaborate expressions, given in Appendix B. The
total potential outside the sphere is the sum of Φsource and Ψout.
Note that Eqs. (25) and (26) reduce to the image potentials for the
classical case of a point charge outside a dielectric sphere if the
source is a monopole, i.e., l = k = 0. We also make two practi-
cal remarks. First, the integrals in Eqs. (25) and (26) are singular,
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and we apply the Gauss–Jacobi quadrature rule to accurately evalu-
ate these singular integrals [for the integral in Eq. (25), the change
of variable h/x = t should be made first], which turns the integrals
into sums over discrete image point charges. Second, if the source is
not located on the z-axis, one must first rotate the coordinate sys-
tem to place the multipole source on the z-axis, then use the image
expression to generate images, and finally rotate the source as well
as the images back to the original coordinate system. Numerically,
the rotation operation52 for each close pair will require O(p3

) oper-
ations, where p is the truncation order for the spherical harmonics,
i.e., l ≤ p.

D. The hybrid method
Having reviewed the MoM and ICM in Secs. III B and III D,

we now proceed to schematically describe the hybrid method. For a
given system of N dielectric spheres, we first define Ci as the set of all
spheres that are “close” to sphere i,

Ci = { j ∣ ∣oj − oi∣ < η ⋅ ai, j ∈ {1, . . .N}, j ≠ i}, (27)

where η > 1 is an adjustable parameter. Then, we incorporate the
ICM in the MoM by generating the images for all close pairs.
This implies changes in the multipole expansion coefficients Ai

nm in
Eq. (14) and Bi

nm in Eq. (15),

Ai
nm → Ai

nm +∑
j∈Ci

I out
ij Aj

nm, (28)

Bi
nm → Bi

nm +∑
j∈Ci

I in
ij A

j
nm. (29)

Here, I out
ij Aj

nm are the multipole expansion coefficients of the images
outside dielectric sphere i due to the multipole source Aj

nm of sphere
j, with j ∈ Ci. Similarly, I in

ij A
j
nm are the local expansion coefficients of

the images inside sphere i due to all close spheres j ∈ Ci. Finally,
analogous to Eqs. (18) and (19), a modified linear system for the
coefficients Ai

nm and Bi
nm is obtained by matching the boundary

conditions. In this modified linear system, the most singular part
of the geometrically induced ill-conditioning due to nearly touch-
ing spheres has been removed by analytically accounting for the
effects of the first images. Therefore, the resulting linear system is
much better conditioned and requires far fewer unknowns and only
a very small number of GMRES iterations to achieve the prescribed
accuracy.

1. Energy calculation
Upon substitution of Eq. (2) into Eq. (1), the electrostatic

energy U reads

U =
1
2

N

∑
i=1

QiΦ′(oi), (30)

where the prime in the electrostatic potential indicates that the direct
Coulomb potential due to the point source Qi is omitted, i.e., self-
interactions are excluded. Φ′ at each source charge location oi is
obtained via substitution of Eq. (29) into Eq. (15),

Φ′(oi) =
p

∑
n,m

⎛

⎝
Bi
nm +∑

j∈Ci
I in
ij A

j
nm
⎞

⎠
rni Y

m
n (θi,φi) = Bi

00 +∑
j∈Ci

I in
ij A

j
00.

(31)

The second step follows from the fact that ri = 0 at oi. As a result, the
electrostatic energy can be written as

U =
1
2

N

∑
i=1

Qi
⎛

⎝
Bi

00 +∑
j∈Ci

I in
ij A

j
00
⎞

⎠
. (32)

Physically, Bi
00 represents the potential at the center of sphere i due to

the sum of all multipole sources, whereas the second term in brackets
represents the potential due to all the images generated by nearby
spheres.

2. Induced surface charge density
Since variation of the dielectric constant only occurs at the

spherical interfaces, the bound charge density ρb(r) (cf. Sec. II)
reduces to an induced surface charge density σb(r). The induced
surface charge density on sphere i, denoted as σib(r), satisfies4

σib(r) =
∂Φ(r)
∂r
∣
r=r−
−

∂Φ(r)
∂r
∣
r=r+

, r ∈ Si. (33)

Within the MoM, we calculate σib using the expressions Eqs. (15) and
(16) for Φ(r−) and Φ(r+), respectively,

σib(r) =
p

∑
n,m
[nBi

nma
n−1
i −

Qi

4πεia2
i
δn0

+(n + 1)
Ai
nm

an+2
i
− nLinma

n−1
i ]Y

m
n (θi,ϕi), r ∈ Si, (34)

with r = (ai, θi, ϕi). This can be simplified further by eliminating Bi
nm

using Eq. (18),

σib(r) =
p

∑
n,m
[(2n + 1)

Ai
nm

an+2
i
−

Qi

4πεia2
i
δn0]Ym

n (θi,ϕi). (35)

The induced surface charge density thus obtained can be used to cal-
culate the potential or field at any point in space as if there were no
dielectric interfaces, according to Eq. (10). Although these expres-
sions only apply to the MoM, they can directly be extended to
the hybrid method by simply making the substitutions in Eqs. (28)
and (29) for Ai

nm and Bi
nm, respectively, to account for the image

multipoles for close pairs of spheres.

3. Force calculation
The evolution of MD and Brownian dynamics simulations

requires the force on each dielectric sphere. In addition, forces are
useful for the calculation of pressure in both dynamic and MC sim-
ulations. Note that, since the free charge is located at the center of
each sphere and the induced charge does not rotate rigidly with the
object, it is not necessary to include torques in the model. The total
force Fi exerted on dielectric sphere i is26

Fi = ∫
Si
εs(σif + σib)EdS, (36)

where σif = Qi/(4πεia2
i ) is the free surface charge density equivalent

to the central charge Qi and E(r) for r located on the sphere surface
is defined as
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E(r) = −
1
2
∇[Φ(r−) + Φ(r+

)] r ∈ Si. (37)

Equation (37) is only valid if the interface is smooth, as proven
rigorously in Ref. 53, Theorem 6.18. For cases with a nonsmooth
boundary, such as the electric field at a corner point, Eq. (37) needs
to be modified (cf. Ref. 53, Sec. 6.5). Substituting Eqs. (35) and (37)
into Eq. (36), we obtain the force exerted on sphere i,

Fi = ∫
Si
−

p

∑
n,m
(n +

1
2
)
Ai
nm

an+2
i

Ym
n (θi,ϕi)∇[Φ(r

−
) + Φ(r+

)]dr. (38)

The potentials Φ(r−) and Φ(r+) are also expressed in terms of spher-
ical harmonics via Eqs. (15) and (16) so that the gradients can be cal-
culated analytically. In the hybrid method, the coefficients Ai

nm and
Bi
nm in these potentials [including the coefficients Linm in Eq. (16),

which depend on Ai
nm via Eq. (17)], and also in Eq. (38), must be

substituted according to Eqs. (28) and (29).
Obtaining the coefficients Ai

nm, Bi
nm, and Linm involves a com-

putational cost O(N) for N spheres. Since the force on each sphere
is represented as an integral over the sphere, the cost of obtain-
ing all forces therefore also scales linearly with the number of
spheres. In practice, the surface integral is accurately evaluated
by constructing a set of quadrature nodes and weights on each
sphere (Gauss–Legendre nodes along the θ direction and equis-
paced nodes along the ϕ direction, as described in Ref. 42, Sec. 4.4,
Algorithm 1).

IV. NUMERICAL TESTS: STATIC CONFIGURATIONS
To illustrate the accuracy and efficiency of the hybrid method,

we apply it to representative close-packed crystal structures formed
by a binary mixture of size-asymmetric and oppositely charged
dielectric spheres. We examine two crystal structures, namely, a
NaCl and a wurtzite structure, illustrated in Fig. 1. Such densely
packed structures with closely spaced dielectric interfaces are gen-
erally challenging for most numerical methods. Disordered config-
urations occurring in dynamic simulations tend to have fewer of
the particle arrangements that yield the largest numerical errors and
are typically also less costly to evaluate as the number of image
charges needed is generally smaller. The large and small spheres have

FIG. 1. Two crystal structures formed by binary size-asymmetric dielectric spheres,
used for testing the hybrid method. (Left) NaCl crystal structure with lattice constant
√

2dL formed by 20 large spheres and 20 small spheres; (right) wurtzite crystal
structure with lattice constants a = b = dL, c = 2

√

2dL/
√

3, formed by 18 large
spheres and 18 small spheres. The lattice constants are chosen such that the large
spheres are precisely touching. Since the dielectric interface is located 0.5ds below
the sphere surface, the dielectric surfaces of two touching spheres are separated
by ds.

diameters dL and ds, respectively, and a size ratio dL/ds = 8. To
avoid divergences due to the overlap of two dielectric interfaces,
we place the dielectric surface of each large sphere at r = 3.5ds, i.e.,
0.5ds below the sphere surface. The large spheres each carry a charge
+q, and the small spheres each carry a charge −q. The two species
are present in a 1:1 number ratio so that charge neutrality is sat-
isfied. We select interaction parameters similar to those chosen in
Ref. 9, where the dielectric constant of the solvent is rescaled to εs
= 1.0 and the small spheres have the same dielectric constant as
the solvent. For the NaCl structure, we set the dielectric constant
of the large spheres to εL = 0.01, whereas for the wurtzite structure
we choose the inverse mismatch, with εL = 100. In both cases, the
magnitude of the charge q is chosen such that the dimensionless cou-
pling strength q2/[0.5εs(dL + ds)kBT] = 100, where kBT is the ther-
mal energy (with kB as Boltzmann’s constant and T as the absolute
temperature).

To obtain reference values for these two static configurations,
we first calculate the energy for both structures using the ana-
lytic MoM. The multipole expansion is truncated at a sufficiently
high order (p = 30) to guarantee that the energies are correct to
the first six digits, with values −1028.49kBT and −2267.41kBT for
the NaCl and wurtzite configurations, respectively. To quantify the
performance of the hybrid method, we compute both the total
electrostatic energy of the configurations and the net electrostatic
force exerted on each sphere. We examine the convergence of the
hybrid method as a function of algorithm parameters by compari-
son to the corresponding reference values. To establish the efficiency
of the hybrid method, we also compute the results via the BEM
of Ref. 26.

In the hybrid method, we set the FMM accuracy to 9 digits and
the GMRES tolerance to 10−6 and use 3-point Gauss–Jacobi quadra-
ture for discretizing the image line integrals in Eqs. (25) and (26).
The accuracy of the hybrid method is then solely determined by the
truncation order p for the spherical harmonics and the number of
image charges [via η in Eq. (27)]. Table I lists the energies for both
systems as a function of these two parameters.

As we systematically increase p and η, we observe a clear
convergence of the energy for both the NaCl and wurtzite struc-
tures (left-hand side of Table I). Specifically, in both cases, the
energy is accurate up to the fifth digit at p = 5 and η = 6, with
a moderate number of image charges (∼130 image charges per
sphere). As the computational cost of the hybrid method is pro-
portional to both p3 and η3, we gradually increase both param-
eters simultaneously in Table I to keep both of them sufficiently
small.

For the BEM, the accuracy is controlled by the accuracy of
the particle–particle particle–mesh (PPPM) electrostatic solver, the
GMRES tolerance, and the number of surface patches. By testing
different combinations of the PPPM and GMRES accuracies, we
empirically determined that (at fixed number of patches) the energy
converges to at least the fourth digit if both are set to 10−5. We
employ these tolerances for all BEM data shown and only vary the
number of surface elements. It should be noted that the BEM cal-
culations are performed for a system with periodic boundary con-
ditions so that the system size matters. We used a cube of linear
size L = 60ds and confirmed (by comparison to L = 100ds and
L = 200ds) that this periodicity has an effect of less than 10−4

on the energy. We systematically vary the number of patches on
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TABLE I. Accuracy and efficiency of the hybrid method and the BEM for the electrostatic energy calculation of the NaCl and
wurtzite configurations in Fig. 1. All CPU time results are obtained by averaging over 100 calculations of both the total energy
and the force on each large dielectric spheres (the initialization time is not counted in both methods). For both methods, the
corresponding numerical parameters are varied to show the convergence (as reference values we use the energies computed
via the analytic MoM at p = 30, −1028.49kBT for the NaCl configuration and −2267.41kBT for the wurtzite configuration).
p is the order at which the multipole expansion is truncated in the hybrid method, and η is the cutoff that controls the total
number of images Nim between close pairs. In the BEM, Np is the number of the discretized patches on each large sphere.
The results with Np→∞ are obtained by extrapolation, cf. Fig. 2. Timing data for the BEM data with Np = 14 522 are affected
by memory constraints and therefore not reported.

Hybrid method Boundary element method

p η N im Energy (kBT) Time (s) Np Energy (kBT) Time (s)

NaCl crystal 3 3 480 −1009.20 0.014 372 −1098.86 1.116
3 4 1392 −1038.23 0.047 732 −1077.85 1.355
4 4 1392 −1023.76 0.056 1 472 −1062.54 2.284
4 5 1614 −1023.73 0.069 3 002 −1051.56 6.320
5 5 1614 −1028.38 0.084 6 072 −1043.88 21.341
5 6 2688 −1028.43 0.140 14 522 −1037.55 n/a

∞ −1025.80

Reference −1028.49 −1028.49

Wurtzite crystal 3 3 508 −2375.67 0.014 372 −2326.40 1.112
3 4 1194 −2382.37 0.037 732 −2310.07 1.335
4 4 1194 −2284.24 0.044 1 472 −2297.53 2.215
4 5 1518 −2282.63 0.061 3 002 −2288.63 5.812
5 5 1518 −2272.37 0.074 6 072 −2282.39 19.772
5 6 2216 −2267.43 0.081 14 522 −2277.17 n/a

∞ −2267.90

Reference −2267.41 −2267.41

each large sphere Np from 372 to 14 522 and compute the total
electrostatic energy of both configurations (right-hand side of
Table I). The energy values show a quite strong dependence on Np,
but a plot of the energy as a function of 1/

√
Np (which is propor-

tional to the boundary element size), Fig. 2, illustrates convergence
to −1025.80 for the NaCl structure and −2267.90 for the wurtzite
structure as Np → ∞. These values are in quite good agreement
with the reference values, deviating by 0.3% and 0.03%, respec-
tively. The linear convergence with boundary-element size has been
reported for other BEM approaches.54,55 Whereas a fairly accu-
rate estimate for the energy can be obtained in the BEM through
extrapolation, this is not a particularly useful approach in a prac-
tical MD or MC simulation, where each run employs only a sin-
gle number of surface patches. Without the extrapolation, the BEM
shows deviations of ∼1% even at the largest Np (14 522 patches per
large sphere) tested here, owing to the closely separated dielectric
interfaces.

Since MD simulations evolve via Newton’s equations of
motion, i.e., based upon forces rather than energies, we also com-
pare the force exerted on each sphere in the hybrid method and the
BEM. Since these forces are not extrapolated as a function of Np
in an actual (BEM-based) MD simulation, we directly compare the

forces obtained in the BEM at Np = 14 522 with those obtained in
the hybrid method at p = 5 and η = 6. The relative root-mean-square
difference in the forces is defined as

ΔF =

¿
Á
ÁÀ∑

N
i=1 ∣FiHM − F

i
BEM∣

2

∑
N
i=1 ∣FiHM∣

2
, (39)

where the summation extends over all large spheres, and FiHM and
FiBEM denote the electrostatic force exerted on sphere i computed
via the hybrid method and the BEM, respectively. We find that the
relative discrepancy ΔF is 0.6% and 2.6% for the NaCl and wurtzite
crystal test cases, respectively.

The hybrid method needs far fewer image charges than the
number of patches in the BEM to achieve a high accuracy. Since
the electrostatic solver is the dominant factor in the computational
cost of the induced energy and force calculation, the hybrid method
accordingly outperforms the BEM (see the CPU time comparison in
Table I). At four-digit accuracy in the electrostatic energy, the hybrid
method (with p = 5, η = 6) is more than a 100 times faster than the
BEM for Np = 6072 (which yields significantly lower accuracy) for
both test cases.
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FIG. 2. Extrapolation of the electrostatic energy Eele in the BEM as a function of
1/
√

Np (Np being the number of surface patches per sphere) for the (a) NaCl and
(b) wurtzite crystal structures. The extrapolated values are in close agreement with
the reference values obtained via the method of moments.

V. MD SIMULATIONS: ENSEMBLE AVERAGES
Whereas numerical tests on static configurations provide infor-

mation on accuracy and on the appropriate numerical parameter
settings, it is also informative to apply the hybrid method to prac-
tical simulations of the aggregation of a binary mixture of dielectric
spheres. We examine the performance of the method and also cross-
check ensemble-averaged equilibrium properties with simulations
performed using the BEM.

We employ the same parameter settings as the NaCl case
tested in Sec. IV. In addition to the electrostatic interactions, we
impose excluded-volume interactions modeled via a shift-truncated
Lennard-Jones (LJ) potential,

uLJ(r) = 4kBT[(
ds

r − Δ
)

12

− (
ds

r − Δ
)

6

+
1
4
], (40)

for Δ < r ≤ 2
1
6 ds + Δ, with Δ = 0, 3.5ds, and 7ds for small–small,

small–large, and large–large interactions, respectively. This yields a
large–small size ratio of 8. As before, we place the dielectric sur-
face of each large sphere at r = 3.5ds, where the purely repulsive
LJ potential already diverges. The mass of all spheres, which affects
the dynamical evolution of the system but not its thermodynamic
properties, is set to m0, yielding a time scale t0 = ds

√
m0/kBT.

We perform MD simulations of a binary mixture containing
20 large and 20 small spheres. For the hybrid method, the system is
confined in a spherical cell with cell radius Rshell = 30ds and the algo-
rithm parameters are set to p = 5 and η = 6. For the BEM, we employ
a cubic cell of size L = 60ds and periodic boundary conditions. The
number of patches per large sphere is set to Np = 1472, for rea-
sons of computational feasibility. The tolerances are set as detailed
in Sec. IV.

In each time step, the (direct and induced) electrostatic force
on each particle is calculated and used to propagate the particles
via the standard velocity-Verlet algorithm. A Langevin thermostat
with damping time t0 is used to control the temperature. Simu-
lations are run for 5 × 105 steps for equilibration and another
5 × 105 steps to generate samples, with a time step of 0.001t0. The
various contributions to the total energy as well as the radial distri-
bution functions are sampled every 500 steps during the production
phase.

The equilibrated structure is predicted to be a NaCl crys-
tal,9 which is confirmed visually for both methods. Moreover, the
radial distribution function for the large spheres (Fig. 3) produced
by the hybrid method is almost identical to that produced by the

FIG. 3. (a) Large–large particle radial distribution function for the system described
in Sec. V, obtained using the BEM (blue curve) and the hybrid method (HM, red
curve). Inset: difference between the two distribution functions. (b) Corresponding
potential of mean force −kBT ln g(r).
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TABLE II. Ensemble averaged electrostatic and LJ energies obtained through MD
simulations using the hybrid method and BEM.

Numerical parameters Eele ELJ

Hybrid method

p = 4, η = 4 −954.0 ± 0.5 3.58 ± 0.07
p = 4, η = 5 −941.4 ± 0.6 2.69 ± 0.06
p = 5, η = 6 −943.9 ± 0.6 2.69 ± 0.05

Boundary element method

Np = 372 −1019.3 ± 0.8 2.98 ± 0.06
Np = 732 −997.5 ± 0.9 2.86 ± 0.06
Np = 1472 −984.5 ± 0.8 3.00 ± 0.06

BEM-based simulation. While the two dielectric solvers show excel-
lent consistency in the self-assembled structure, the hybrid method
achieves this at a rate of 0.140 s per time step, compared to 2.284 s
per time step for the BEM (see Table I). In addition, the static
tests show that for the settings adopted, the hybrid method yields
an electrostatic energy that is virtually indistinguishable from the
reference value, whereas the BEM yields an energy that deviates
from this value by more than 3%. As this deviation refers to a truly
dense-packed configuration, it is worthwhile to examine whether
the ensemble-averaged energy shows a similar deviation. Table II
shows the ensemble-averaged energies for MD simulations employ-
ing either the hybrid method or the BEM, with different parameter
settings. Even though the hybrid and BEM simulations with the most
precise parameter choices produced very similar self-assembled
structures, the average electrostatic energies differ by approxi-
mately 4%, comparable to the difference in Table I for the same
parameters.

VI. SUMMARY
We have extended the recently introduced hybrid electro-

static solver to calculate direct and induced electrostatic forces
between dielectric spheres and have incorporated this approach
in a molecular dynamics simulation. Unlike boundary-element
approaches, which suffer from significant inaccuracies in situations
with closely spaced dielectric interfaces (such as in densely packed
structures), and other analytical approaches, which require an effort
that increases rapidly (at least cubic power-law dependence) with the
number of dielectric spheres, the hybrid solver simultaneously offers
linear scaling behavior and high accuracy.

We have provided a concise review of the hybrid method, sys-
tematically explored the effect of various parameters on efficiency,
convergence, and accuracy, and illustrated application of the method
in a practical case that is challenging for competing approaches. We
demonstrated that, for densely packed configurations of relatively
small numbers of dielectric spheres, the hybrid method computes
the electrostatic energy with a deviation of less than 0.01% at a rate
that is more than two orders of magnitude faster than the BEM can
achieve for deviations of 3%.

This approach is generally applicable to multicomponent sys-
tems of charged dielectric spheres. In principle, extension of our
method to continuously variable, radially symmetric permittivities
ε(r) is feasible by using a harmonic interpolation,56 which results in
a spherical harmonic series than can be transformed into an image-
charge method. Finally, although the current algorithm is restricted
to finite systems, we plan to extend it to situations with periodic
boundary conditions.

ACKNOWLEDGMENTS
This research was supported by the U.S. Department of Com-

merce, National Institute of Standards and Technology, as part of
the Center for Hierarchical Materials Design (CHiMaD), through
Award No. 70NANB14H012, and by the National Science Foun-
dation through Grant No. DMR-1610796. Z.X. was supported by
the National Natural Science Foundation of China through Grant
Nos. 11571236 and 21773165 and the HPC center of Shanghai Jiao
Tong University. Z.G. acknowledges the support from NSF Grant
Nos. DMS-1418966 and DMS-1819094 and helpful discussions with
Professor R. Krasny. S.J. was supported by NSF Grant No. DMS-
1720405 and by the Flatiron Institute, a division of the Simons
Foundation. Z.W. gratefully acknowledges support from a Ryan
Fellowship and the International Institute for Nanotechnology at
Northwestern University.

APPENDIX A: MATRICES FOR THE LINEAR SYSTEM
OBTAINED IN THE METHOD OF MOMENTS

The matrices in the linear system in Eq. (23) are given by

A =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A1

A2

⋮

AN

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, Γ =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Γ1 0 ⋯ 0

0 Γ2
⋱ ⋮

⋮ ⋱ ⋱ 0

0 ⋯ 0 ΓN

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, Λ =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Λ1 0 ⋯ 0

0 Λ2
⋱ ⋮

⋮ ⋱ ⋱ 0

0 ⋯ 0 ΛN

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(A1)

T =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 T (1,2)
⋯ T (1,N)

T (2,1) 0 ⋱ ⋮

⋮ ⋱ ⋱ T (N−1,N)

T (N,1)
⋯ T (N,N−1) 0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, C =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

C1

C2

⋮

CN

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(A2)
and

Γi =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Γi0 0 ⋯ 0

0 Γi1 ⋱ ⋮

⋮ ⋱ ⋱ 0

0 ⋯ 0 Γip

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, Λi
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Λi
0 0 ⋯ 0

0 Λi
1 ⋱ ⋮

⋮ ⋱ ⋱ 0

0 ⋯ 0 Λi
p

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

Ci
=

⎛
⎜
⎜
⎜
⎜
⎜
⎝

εi
εs
Ci 0 ⋯ 0

0 0 ⋱ ⋮

⋮ ⋱ ⋱ 0

0 ⋯ 0 0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

.

(A3)
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APPENDIX B: COEFFICIENTS FOR THE MULTIPOLE IMAGE CHARGE FORMULA
The coefficients Nk

lj (j = k, . . ., l) in the image-charge expression equation (26) are given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Nk
lk = (−1)l+1γ

(l + k)!
(2k)!

a2k+1

hl+k+1 G
k
l ,

Nk
lj = (−1)l+1γ

a2j+1

hl+j+1

¿
Á
ÁÀ(j + k)!(j − k)!

(2k)!
Gk
l

×
l−k
∑
i=j−k

(l + k − i)!(i − j + k)!
(2k)!

(
l − k
i )(

i
j − k)(

i − 1
j − k − 1), j = k + 1, . . . , l,

(B1)

where

Gk
l =

¿
Á
ÁÀ (2k)!
(l + k)!(l − k)!

(B2)

and the parameters a and h are defined in Sec. III C.
An alternative recurrence relation that permits calculation of

Nk
lj is

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Nk
lk = (−1)l+1γ

¿
Á
ÁÀ(

l + k
l − k)

a2k+1

hl+k+1 G
k
l ,

Nk
lj = (−1)l+1γ

¿
Á
ÁÀ(

l + j
l + k)(

l + j
l − k)

a2j+1

hl+j+1 G
k
l

−

j−k
∑
i=1

Nk
j−i

¿
Á
ÁÀ(

j + k
i )(

j − k
i )(

a2

h
)

i

, j = k + 1, . . . , l.

(B3)
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